Stress-Testing Long-Context Language Models with Lifelong ICL and Task Haystack
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Lifelong ICL and Task Haystack
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Up to 64 text classification tasks and 32k input tokens!

Defining “Pass Rate” in Task Haystack Part 1: Benchmarking Long-Context LMs
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® Recall vs. Paraphrase: Models are sensitive to paraphrased
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instructions, indicating a lack of deeper understanding. Repeating the Single-task ICL prompt leads to performance

increase and then decrease! Is this “overfitting”?
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Additional Observations Do long inputs (regardless of the being relevant/Repeated or

irrelevant/Random) give rise to undesired model behaviors?

® Failure cases are highly task-dependent. Tasks learned via
ICL are more easily “forgotten”. However different models

® Paper: https://arxiv.org/abs/2407.16695 [=]? [x]

tend to fail on different tasks. e Github: httoe./ /aithab INK.USC L it oL E T
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