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Commonsense Reasoning with PTLMs
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What do you fill with ink to write 
notes on a piece of copy paper ?

(A) Fountain pen
(B) Pencil case
(C) Printer
(D) Notepad 
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What do you fill with ink to write 
notes on a piece of copy paper ?

(A) Fountain pen
(B) Pencil case
(C) Printer
(D) Notepad 

Fails to reason with the concept-centric knowledge

Base : pencil case
Large : printer



Current PTLMs
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… Copy paper is thinner than printer
paper, which doesn’t make a huge 
difference when you’re printing text, but 
it does when you’re printing large 
images. Images require a lot of ink and 
because copy paper has a thinner 
structure, the ink will need to spread out 
more for the paper to absorb it all. ...

The model may be sensitive to the co-occurence (ink, copy, paper)

Pre-train

Corpus

PTLMs

Text Infilling
/ MLM

Base : pencil case
Large : printer

https://www.staples.com/deals/Copy-Multipurpose-Paper/BI1619208


How can we teach PTLMs to 
write and reason with Common sense Concepts ?
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What do you fill with ink to write
notes on a piece of copy paper ?

(A) Fountain pen
(B) Pencil case
(C) Printer
(D) Notepad 

fill, ink, write, copy paper
Fountain Pen



Our idea : Novel Self-supervised Objectives to improve 
common sense reasoning ability.
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Text-to-Text
Transformer

Generate a sentence with the 
following concepts :
Hold Woman Position

She was the first woman to hold the position.

Generative Objective : Concept-to-Sentence Generation (C2S)
Ask model to recover the original sentence 

given only a few unordered keywords of the sentence.
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Text-to-Text
Transformer

Generate a sentence with the 
following concepts :
Hold Woman Position

She was the first woman to hold the position.

Correct the order of the following 
sentence :

Tree grows on the apple

Apple grows on the tree

Generative Objective : Concept Order Recovering (COR)
Ask model to recover the original sentence 
given order-of-concept shuffled sentence.
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Text-to-Text
Transformer

Generate a sentence with the 
following concepts :
Hold Woman Position

She was the first woman to hold the position.

Correct the order of the following 
sentence :

Tree grows on the apple

Apple grows on the tree

Which sentence is correct ? :
(1) Tree grows on the apple
(2) Apple grows on the tree

Apple grows on the tree

Discriminative Objective : Generative QA
Ask model to distinguish the real sentence from a concept-distracted sentence.



CALM : Concept-Aware Language Model

10

(1) Given an input sentence x (“She was the first woman to hold the position.”), 
extract concept-set C (woman, hold, position).

She was the first woman to hold the position.

Original Sentence x

Extract Concept Set C
(woman, hold, position)



CALM : Concept-Aware Language Model

11

(1) Given an input sentence x (“She was the first woman to hold the position.”), 
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(1) Given an input sentence x (“She was the first woman to hold the position.”), 
extract concept-set C (woman, hold, position).

(1) Given x and C, produce corrupted source sentence x’ either for C2S and COR
(2) The generator trained with C2S and COR recovers sentence x’ to distractor x”

She was the first woman to hold the position.

Original Sentence x

hold, woman, position

She was the first position to hold the woman.

Extract Concept Set C
(woman, hold, position)

C2S

COR

Woman holds the position.

She was the first woman to position the hold.

Generator
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(1) Given an input sentence x (“She was the first woman to hold the position.”), 
extract concept-set C (woman, hold, position).

(1) Given x and C, produce corrupted source sentence x’ either for C2S and COR
(2) The generator trained with C2S and COR recovers sentence x’ to distractor x”
(3) The discriminator is trained to distinguish truth sentence from distractor x”

She was the first woman to hold the position.

Original Sentence x

hold, woman, position

She was the first position to hold the woman.

Extract Concept Set C
(woman, hold, position)

C2S

COR

Woman holds the position.

She was the first woman to position the hold.

Generator

Discriminator

Woman holds the position.

She was the first woman to hold the position.
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(1) Given an input sentence x (“She was the first woman to hold the position.”), 
extract concept-set C (woman, hold, position).

(1) Given x and C, produce corrupted source sentence x’ either for C2S and COR
(2) The generator trained with C2S and COR recovers sentence x’ to distractor x”
(3) The discriminator is trained to distinguish truth sentence from distractor x”

She was the first woman to hold the position.

Original Sentence x

hold, woman, position

She was the first position to hold the woman.

Extract Concept Set C
(woman, hold, position)

C2S

COR

Woman holds the position.

She was the first woman to position the hold.

Generator

Discriminator

Woman holds the position.

She was the first woman to hold the position.

Weight Sharing



Is CALM reason with concepts ? Yes !
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Experimental results on 
commonsense reasoning dataset.

CALM consistently and significantly outperforms
the backbone T5-base model.
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Effective in Large Models.

Performance is consistent in 
large model & different fraction of the dataset.

Performance of compared models 
fine-tuned with different fraction of the dataset



Is CALM write with concepts ? Yes !
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(Left) : Comparison between PTLMs
(Below) : Comparison on generated sentences 
with same concept-set



Summary
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● Novel self-supervised strategies for concept-centric Common Sense
○ Concept to Sentence
○ Concept Order Recovering
○ Generative QA

● Two-stage training strategy
○ Generator and Discriminator

Text-to-Text models can be pre-trained with better parameter and sample efficiency
by carefully designed self-supervised objectives that 

focus on the ability required by target tasks.


